Parameter Estimation of Bernoulli Distribution using Maximum Likelihood and Bayesian Methods
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ABSTRACT
The term parameter estimation refers to the process of using sample data to estimate the parameters of the selected distribution. There are several methods that can be used to estimate distribution parameter(s). In this paper, the maximum likelihood and Bayesian methods are used for estimating parameter of Bernoulli distribution, i.e., which is defined as the probability of success event for two possible outcomes. The maximum likelihood and Bayesian estimators of Bernoulli parameter are derived, for the Bayesian estimator the Beta prior is used. The analytical calculation shows that maximum likelihood estimator is unbiased while Bayesian estimator is asymptotically unbiased. However, empirical analysis by Monte Carlo simulation shows that the mean square errors (MSE) of the Bayesian estimator are smaller than maximum likelihood estimator for large sample sizes.
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1. PENDAHULUAN

Parameter estimation is a way to predict the characteristics of a population based on the sample taken. In general, parameter estimation is classified into two types, namely point estimation and interval estimation. The point estimation of a parameter is a value obtained from the sample and is used as a parameter estimator whose value is unknown.

Several point estimation methods are used to calculate the estimator, such as moment method, maximum likelihood method, and Bayesian method. The moment method predicts the parameters by equating the values of sample moments to the population moment and solving the resulting equation system [1]. The maximum likelihood (ML) method uses differential calculus to determine the maximum of the likelihood function to obtain the parameters estimates. The Bayesian method differs from the traditional methods by introducing a frequency function for the parameter being estimated namely prior distribution. The Bayesian method combines the prior distribution and sample distribution. The prior distribution is the initial distribution that provides information about the parameters. The sample distribution combined with the prior distribution provides a new distribution i.e. the posterior distribution that expresses a degree of confidence regarding the location of the parameters after the sample is observed [2].

Researches on parameter estimation using various methods of various distributions have been done, for example: Bayesian estimation of exponential distribution [3], [4], ML and Bayesian estimations of Poisson distribution [5], Bayesian estimation of Poisson-Exponential distribution [6], and Bayesian estimation of Rayleigh distribution [7].

The difference between the ML and the Bayesian methods is that the ML method considers that the parameter is
an unknown quantity of fixed value and the inference is based only on the information in the sample; while the Bayesian method considers the parameter as a variable that describes the initial knowledge of the parameters before the observation is performed and expressed in a distribution called the prior distribution. After the observation is performed, the information in the prior distribution is combined with the sample data information through Bayesian theorem, and the result is expressed in a distribution form called the posterior distribution, which further becomes the basis for inference in the Bayesian method [8].

The Bayesian method has advantages over other methods, one of which is the Bayesian method can be used for drawing conclusions in complicated or extreme cases that cannot be handled by other methods, such as in complex hierarchical models. In addition, if the prior information does not indicate complete and clear information about the distribution of the prior, appropriate assumptions may be given to its distribution characteristics. Thus, if the prior distribution can be determined, then a posterior distribution can be obtained which may require mathematical computation [8].

This paper examines the parameter estimation of Bernoulli distribution using ML and Bayesian methods. A review of Bernoulli distribution and Beta distribution is presented in Section 2. The research methodology is described in Section 3. Section 4 provides the results and discussion. Finally, the conclusion is given in Section 5.

2. THEORETICAL FRAMEWORK

2.1 Bernoulli Distribution

Bernoulli distribution was introduced by Swiss mathematician, Jacob Bernoulli (1654-1705). It is the probability distribution resulting from two outcomes or events in a given experiment, i.e. success ($X = 1$) and fail ($X = 0$), with the probability of the success is $\theta$ and the probability of failure is $1 - \theta$.

**Definition**

A random variable $X$ is called a Bernoulli random variable (or $X$ is Bernoulli distributed) if and only if its probability distribution is given by

$$f(x; \theta) = \theta^x (1 - \theta)^{1-x}, \text{ for } x = 0, 1.$$

**Proposition 1**

Bernoulli distribution $f(x; \theta)$ has mean and variance as follows:

$$\mu = \theta \text{ and } \sigma^2 = \theta(1 - \theta).$$

**Proof:**

The mean of Bernoulli random variable $X$ is
\[ \mu = E(X) \]
\[ = \sum_{x=0}^{1} x f(x; \theta) \]
\[ = \sum_{x=0}^{x=1} x \theta^x (1 - \theta)^{1-x} \]
\[ = 0 \cdot \theta (1 - \theta)^{1-0} + 1 \cdot (1 - \theta)^{1-1} = \theta. \]

The variance, i.e. \( \sigma^2 = E(X - \mu)^2 = E(X^2) - [E(X)]^2 \), of Bernoulli distribution is obtained as follows:
\[ E(X^2) = \sum_{x=0}^{1} x^2 f(x; \theta) \]
\[ = \sum_{x=0}^{x=1} x^2 \theta (1 - \theta)^{1-x} \]
\[ = 0^2 \cdot \theta^0 (1 - \theta)^{1-0} + 1^2 \cdot (1 - \theta)^{1-1} = \theta. \]

Then,
\[ \sigma^2 = E(X - \mu)^2 = \theta - \theta^2 = \theta(1 - \theta). \]

### 2.2. Beta Distribution

**Definition**

A random variable \( X \) is called a betarandom variable with parameters \( a \) and \( b \) if the density function of \( X \) is given by
\[
f(x) = \begin{cases} 
\frac{1}{B(a, b)} x^{a-1}(1 - x)^{b-1}, & 0 < x < 1 \\
0, & \text{ lainnya}
\end{cases}
\]

where \( B(a, b) \) is beta function defined as
\[
B(a, b) = \int_0^1 x^{a-1}(1 - x)^{b-1} dx ; a > 0, b > 0.
\] (1)

**Proposition 2**

The beta function and gamma function is connected by
\[
B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}
\] (2)

**Proof :**
\[
\Gamma(a)\Gamma(b) = \int_{x=0}^{\infty} x^{a-1}e^{-x} dx \cdot \int_{y=0}^{\infty} y^{b-1}e^{-y} dy
\]
\[
\int_0^\infty \int_0^\infty x^{a-1}y^{b-1}e^{-x+y} \, dx \, dy.
\]

Let \( x = f(z,t) = zt \) and \( y = g(z,t) = z(1-t) \),

\[
\Gamma(a)\Gamma(b) = \int_0^\infty \int_0^1 (zt)^{a-1}[z(1-t)]^{b-1}e^{-z} |f(z,t)| \, dt \, dz
\]

\[
= \int_0^\infty \int_0^1 (zt)^{a-1}[z(1-t)]^{b-1}e^{-z} z \, dt \, dz
\]

\[
= \int_0^\infty \int_0^{1/a+b-1} e^{-z} z^{a-1}(1-t)^{b-1} \, dt \, dz
\]

\[
= \int_0^\infty z^{a+b-1}e^{-z} \, dz \cdot \int_0^{a-1} t^{a-1}(1-t)^{b-1} \, dt
\]

\[
= \Gamma(a+b)B(a,b).
\]

Then,

\[
B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}
\]

**Proposisi 3**

The mean and variance of beta distribution with parameters \( a \) and \( b \) are

\[
\mu = \frac{a}{a+b} \quad \text{and} \quad \sigma^2 = \frac{ab}{(a+b+1)(a+b)^2}.
\]

**Proof**:

The proposition can be proved by using the moment of beta distribution as follows:

\[
E(X^n) = \frac{1}{B(a,b)} \int_0^1 x^n x^{a-1}(1-x)^{b-1} \, dx
\]

\[
= \frac{1}{B(a,b)} \int_0^{a+n-1} x^{(a+n)-1}(1-x)^{b-1} \, dx.
\]

From equations (1) and (2) we obtain

\[
E(X^n) = \frac{B(a+n,b)}{B(a,b)} \frac{\Gamma(a+n)\Gamma(b)}{\Gamma(a+b+n)} \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}
\]
Thus the mean and variance of beta distribution will be obtained by substituting \( n = 1 \) and \( n = 2 \) to equation (3), then

\[
\text{Mean}(X) = E(X^1) = \frac{\Gamma(a + 1)\Gamma(a + b)}{\Gamma(a + b + 1)\Gamma(a)} = \frac{a\Gamma(a)\Gamma(a + b)}{(a + b)\Gamma(a + b)\Gamma(a)} = \frac{a}{a + b}
\]

and 

\[
\text{Var}(X) = \sigma^2 = E(X^2) - [E(X)]^2.
\]

Since

\[
E(X^2) = \frac{\Gamma(a + 2)\Gamma(a + b)}{\Gamma(a + b + 2)\Gamma(a)} = \frac{(a + 1)\Gamma(a + 1)\Gamma(a + b)}{(a + b + 1)\Gamma(a + b + 1)\Gamma(a)} = \frac{(a + 1)\Gamma(a)\Gamma(a + b)}{(a + b + 1)(a + b)\Gamma(a + b)\Gamma(a)} = \frac{(a + 1)a}{(a + b + 1)(a + b)},
\]

then

\[
\text{Var}(X) = \frac{(a + 1)a}{(a + b + 1)(a + b)} - \left(\frac{a}{a + b}\right)^2 = \frac{(a + 1)a}{(a + b + 1)(a + b)} - \frac{a^2}{(a + b)^2} = \frac{(a + b)(a^2 + a) - a^2(a + b + 1)}{(a + b)^2(a + b + 1)} = \frac{a^3 + a^2b + a^2 + ab - a^2b - a^2}{(a + b)^2(a + b + 1)} = \frac{ab}{(a + b)^2(a + b + 1)}.
\]

3. RESEARCH METHOD

The research method for estimating the parameter of Bernoulli distribution in this paper can be described as follows. For ML estimation, the parameter estimation is done by differentiating partially the log of the likelihood.
function and equation it by zero,
\[
\frac{\partial \ln L(\theta)}{\partial \theta} = 0
\]
to obtain ML estimator(\(\hat{\theta}_{ML}\)). The second derivation assessment is performed to show that the resulted\(\hat{\theta}\) truly 
maximize the likelihood function. For the Bayesian method, the parameter estimation is done through the 
following steps:

1. Form the likelihood function of Bernoulli distribution as follows:
\[
L(x_1, x_2, \ldots, x_n|\theta) = \prod_{i=1}^{n} f((x_i)|\theta).
\]
2. Calculate the joint probability distribution, which is obtained by multiplying the likelihood function and the 
prior distribution,
\[
H(x_1, x_2, \ldots, x_n; \theta) = L(x_1, x_2, \ldots, x_n|\theta) \cdot \pi(\theta).
\]
3. Calculate the marginal probability distribution function,
\[
p(x_1, x_2, \ldots, x_n) = \int H(x_1, x_2, \ldots, x_n; \theta)d\theta.
\]
4. Calculate the posterior distribution by dividing the joint probability distribution function by the marginal

The Bayesian parameter estimate of \(\theta\) is then produced as the mean of the posterior distribution.

After the parameter estimate of \(\theta\) is obtained by MLE and Bayesian methods, the evaluation of the estimators is 
performed by assessing their bias, variance, and mean square error.

4. RESULT AND DISCUSSION

4.1. The ML Estimator of the Bernoulli Distribution Parameter (\(\theta\))

Let \(X_1, X_2, \ldots, X_n\) be Bernoulli distributed random sample with \(X_i \sim Bernoulli(\theta)\), where \(\theta \in \Omega = (0,1)\). The probability function of \(X_i\) is
\[
f(x_i; \theta) = \theta^{x_i}(1 - \theta)^{1-x_i}\text{with } x_i \in \{0,1\}.
\]

The likelihood function of Bernoulli distribution is given by
\[
L(\theta) = f(x_1, x_2, \ldots, x_n; \theta)
\]
\[
= \prod_{i=1}^{n} f(x_i; \theta)
\]
\[
= \prod_{i=1}^{n} \theta^{x_i}(1 - \theta)^{1-x_i}
\]
\[ = \theta^{x_1}(1 - \theta)^{1-x_1} \cdot \theta^{x_2}(1 - \theta)^{1-x_2} \cdots \theta^{x_n}(1 - \theta)^{1-x_n} \]

\[ = \theta^{\sum_{i=1}^{n} x_i}(1 - \theta)^{n - \sum_{i=1}^{n} x_i}. \quad (4) \]

The natural logarithm of the likelihood function is then

\[
\ln L(\theta) = \ln \left[ \theta^{\sum_{i=1}^{n} x_i}(1 - \theta)^{n - \sum_{i=1}^{n} x_i} \right] \\
= \ln \theta^{\sum_{i=1}^{n} x_i} + \ln(1 - \theta)^{n - \sum_{i=1}^{n} x_i} \\
= \sum_{i=1}^{n} x_i \ln \theta + (n - \sum_{i=1}^{n} x_i) \ln(1 - \theta). \quad (5) \]

The ML estimate value of \( \theta \) is obtained by differentiating equation (5) with respect to \( \theta \) and equating the differential result to zero, i.e.

\[
\frac{\partial}{\partial \theta} \ln L(\theta) = \frac{\partial}{\partial \theta} \left( \sum_{i=1}^{n} x_i \ln \theta + \left( n - \sum_{i=1}^{n} x_i \right) \ln(1 - \theta) \right) = 0 \\
\frac{\sum_{i=1}^{n} x_i}{\theta} - \frac{n - \sum_{i=1}^{n} x_i}{1 - \theta} = 0 \\
(1 - \theta) \sum_{i=1}^{n} x_i - \theta \left( n - \sum_{i=1}^{n} x_i \right) = 0 \\
\sum_{i=1}^{n} x_i - \theta \sum_{i=1}^{n} x_i - n\theta + \theta \sum_{i=1}^{n} x_i = 0 \\
\sum_{i=1}^{n} x_i = n\theta, \\
\]

then we obtain

\[
\hat{\theta} = \frac{1}{n} \sum_{i=1}^{n} x_i.
\]

To show that \( \hat{\theta} \) is the value that maximizes the likelihood function \( L(\theta) \), it must be confirmed that the second derivative of the likelihood function for \( \theta = \hat{\theta} \) is negative:

\[
\frac{\partial^2}{\partial \theta^2} \ln L(\theta) = \frac{\partial^2}{\partial \theta^2} \left[ \sum_{i=1}^{n} x_i \ln \theta + \left( n - \sum_{i=1}^{n} x_i \right) \ln(1 - \theta) \right] \\
= -\frac{\sum_{i=1}^{n} x_i}{\theta^2} - \frac{n - \sum_{i=1}^{n} x_i}{(1 - \theta)^2} \\
= -(1 - \theta)^2 \frac{\sum_{i=1}^{n} x_i - \theta^2 (n - \sum_{i=1}^{n} x_i)}{\theta^2 (1 - \theta)^2} \\
= -\frac{\sum_{i=1}^{n} x_i + 2\theta \sum_{i=1}^{n} x_i - \theta^2 \sum_{i=1}^{n} x_i - n\theta^2 + \theta^2 \sum_{i=1}^{n} x_i}{\theta^2 (1 - \theta)^2}.
\]
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The ML estimator of $\theta$ is given by

$$\hat{\theta}_{ML} = \frac{1}{n} \sum_{i=1}^{n} x_i.$$  

Since $\hat{\theta}$ maximizes the likelihood function, we conclude that the ML estimator of $\theta$ is given by

$$\hat{\theta}_{ML} = \frac{1}{n} \sum_{i=1}^{n} x_i.$$  

### 4.2. The Bayesian Estimator of the Bernoulli Distribution Parameter $\theta$

To estimate $\theta$ using Bayesian method, it is necessary to choose the initial information of a parameter called the prior distribution, denoted by $\pi(\theta)$, to be applied to the basis of the method namely the conditional probability. In this paper, the prior selection for Bernoulli distribution refers to the formation of its likelihood function. From equation (4) we have

$$\pi(\theta) \propto \theta^\sum_{i=1}^{n} x_i (1 - \theta)^{1 - \sum_{i=1}^{n} x_i}.$$  

A distribution having probability function in the same form as the above expression is the beta distribution with density function

$$f(\theta; a, b) = \frac{1}{B(a, b)} \theta^{a-1} (1 - \theta)^{b-1}, 0 < \theta < 1$$

where $a - 1 = \sum_{i=1}^{n} x_i$, $b - 1 = n - \sum_{i=1}^{n} x_i$, and $\frac{1}{B(a, b)}$ are factors required for the density function to be satisfied.

The prior distribution is combined with the sample distribution to produce a new distribution called posterior distribution and denoted by $\pi(\theta|x_1, x_2, \cdots, x_n)$. Posterior distribution is obtained by dividing the joint density distribution by the marginal distribution.

Joint probability density function of $(x_1, x_2, \cdots, x_n)$ is given by:

$${H(x_1, x_2, \cdots, x_n; \theta) = L(x_1, x_2, \cdots, x_n; \theta) \cdot \pi(\theta)}$$

$$= \theta^\sum_{i=1}^{n} x_i (1 - \theta)^{n - \sum_{i=1}^{n} x_i} \cdot \frac{1}{B(a, b)} \theta^{a-1} (1 - \theta)^{b-1}$$

$$= \frac{1}{B(a, b)} \theta^{a + \sum_{i=1}^{n} x_i - 1} (1 - \theta)^{b + n - \sum_{i=1}^{n} x_i - 1}$$

and the marginal function of $(x_1, x_2, \cdots, x_n)$ is obtained as follows:

$$p(x_1, x_2, \cdots, x_n) = \int_0^1 H(x_1, x_2, \cdots, x_n; \theta) d\theta.$$  

Using equation (6) we have

$$p(x_1, x_2, \cdots, x_n) = \int_0^1 \frac{1}{B(a, b)} \theta^{a + \sum_{i=1}^{n} x_i - 1} (1 - \theta)^{b + n - \sum_{i=1}^{n} x_i - 1} d\theta.$$
Then from equation (6) and (7) the posterior distribution can be written as follows:

\[
\pi(\theta | x_1, x_2, \ldots, x_n) = \frac{H(x_1, x_2, \ldots, x_n; \theta)}{p(x_1, x_2, \ldots, x_n)}
\]

\[
= \frac{1}{B(a, b)} \theta^{a + \sum_{i=1}^{n} x_i - 1} (1 - \theta)^{b + n - \sum_{i=1}^{n} x_i - 1}
\]

\[
= \frac{1}{B(a, b)} b(a + \sum_{i=1}^{n} x_i, b + n - \sum_{i=1}^{n} x_i).
\]

The posterior distribution expressed in equation (8) is obviously following beta distribution also with parameter \((a + \sum_{i=1}^{n} x_i)\) and \((b + n - \sum_{i=1}^{n} x_i)\), or

\[
\hat{\theta} \sim Beta(a + \sum_{i=1}^{n} x_i, b + n - \sum_{i=1}^{n} x_i).
\]

Since the prior and posterior distribution of Bernoulli follows the same distribution, i.e. the Beta distribution, beta distribution is called as the conjugate prior of the Bernoulli distribution. The posterior mean is used as the parameter estimate \(\theta\) in Bayesian method. Using Proposition 2, the Bayesian estimator of parameter \(\theta\) is obtained as follows:

\[
\hat{\theta}_B = \frac{a + \sum_{i=1}^{n} x_i}{a + \sum_{i=1}^{n} x_i + b + n - \sum_{i=1}^{n} x_i}
\]

\[
= \frac{a + \sum_{i=1}^{n} x_i}{a + b + n}
\]

### 4.3. Evaluation of the Estimators Properties

The parameter estimation of the Bernoulli distribution is obtained by the MLE and Bayesian methods yields different estimates. The best estimator has to meet the following properties:

1. Unbiased

An estimator is called to be unbiased if its expected values is equal to the estimated parameter, i.e. \(\hat{\theta}\) is an unbiased estimator of \(\theta\) if \(E(\hat{\theta}) = \theta\). The bias of an estimator is then given by:

\[
Bias(\hat{\theta}) = E(\hat{\theta}) - \theta.
\]

Let \(X_1, X_2, \ldots, X_n\) are Bernoulli(\(\theta\)) random sample observations. Since \(\hat{\theta}_{ML} = \frac{1}{n} \sum_{i=1}^{n} x_i\) is the ML estimator of \(\theta\), its expected value is as follows:
\[
E(\hat{\theta}_{ML}) = E \left( \frac{1}{n} \sum_{i=1}^{n} x_i \right)
\]
\[
= \frac{1}{n} E \left( \sum_{i=1}^{n} x_i \right)
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} E(x_i)
\]
\[
= \frac{1}{n} n\theta = \theta. \tag{10}
\]

Since \(E(\hat{\theta}_{ML}) = \theta\), \(\hat{\theta}_{MLE}\) is an unbiased estimator of \(\theta\).

Now consider the Bayesian estimator of \(\theta\) i.e. \(\hat{\theta}_b = \frac{a + \sum_{i=1}^{n} x_i}{a + b + n}\). The expected value of Bayesian estimator is given by

\[
E(\hat{\theta}_b) = E \left( \frac{a + \sum_{i=1}^{n} x_i}{a + b + n} \right)
\]
\[
= \frac{1}{a + b + n} E \left( a + \sum_{i=1}^{n} x_i \right)
\]
\[
= \frac{1}{a + b + n} \left[ E(a) + E \left( \sum_{i=1}^{n} x_i \right) \right]
\]
\[
= \frac{1}{a + b + n} \left[ E(a) + \sum_{i=1}^{n} E(x_i) \right]
\]
\[
= \frac{1}{a + b + n} (a + n\theta). \tag{11}
\]

Since \(E(\hat{\theta}_b) \neq \theta\), \(\hat{\theta}_b\) is a biased estimator of \(\theta\). The bias value of \(\hat{\theta}_b\) is:

\[
Bias(\hat{\theta}_b) = E(\hat{\theta}_b) - \theta
\]
\[
= \frac{a + n\theta}{a + b + n} - \theta. \tag{12}
\]

Although \(\hat{\theta}_b\) is a biased estimator of \(\theta\), it can be shown that \(\hat{\theta}_b\) is asymptotically unbiased. The proof is given as follows:

\[
\lim_{n \to \infty} E(\hat{\theta}_b) = \lim_{n \to \infty} \frac{a + n\theta}{a + b + n}
\]
\[
= \lim_{n \to \infty} \frac{\frac{a}{n} + \frac{np}{n}}{\frac{a}{n} + \frac{b}{n} + \frac{n}{n}}
\]
\[
= \lim_{n \to \infty} \frac{\frac{a}{n} + \frac{p}{n}}{\frac{a}{n} + \frac{b}{n} + \frac{1}{n}}
\]
\[
\frac{\theta}{1} = \theta. \quad (13)
\]

Since \(\lim_{n \to \infty} E(\hat{\theta}_B) = \theta\), \(\hat{\theta}_B\) is an asymptotically unbiased estimator of \(\theta\).

2. Efficiency

The efficiency of an estimator is observed from its variance. The best parameter estimator is the one that has the smallest variance. This is because the variance of an estimator is a measure of the spread of the estimator around its mean.

The variance of ML estimator \(\hat{\theta}_{ML}\) is:

\[
Var(\hat{\theta}_{ML}) = Var\left(\frac{1}{n}\sum_{i=1}^{n} x_i\right)
= \frac{1}{n^2} Var\left(\sum_{i=1}^{n} x_i\right)
= \frac{1}{n^2} \sum_{i=1}^{n} Var(x_i)
= \frac{1}{n} n\theta(1 - \theta)
= \frac{1}{n} \theta(1 - \theta). \quad (14)
\]

While the variance of the Bayesian estimator \(\hat{\theta}_B\) is given by:

\[
Var(\hat{\theta}_B) = Var\left(\frac{a + \sum_{i=1}^{n} x_i}{a + b + n}\right)
= \frac{1}{(a + b + n)^2} Var\left(a + \sum_{i=1}^{n} x_i\right)
= \frac{1}{(a + b + n)^2} \left[ Var(a) + \sum_{i=1}^{n} Var(x_i) \right].
\]

Since \(Var(a) = 0\) and \(Var(x_i) = \theta(1 - \theta)\), we obtain

\[
Var(\hat{\theta}_B) = \frac{1}{(a + b + n)^2} n\theta(1 - \theta). \quad (15)
\]

From equation (10), it is shown that the ML estimator is unbiased, whereas from equations (11) and (12) it is shown that Bayesian estimator is biased. As a result, the efficiency of the two methods cannot be compared because the efficiency of estimators applies to unbiased estimators.
3. Consistency

The consistency of the estimators is evaluated from their mean square error (MSE). The MSE can be expressed as

\[
MSE(\hat{\theta}) = E((\hat{\theta} - \theta)^2) = Var(\hat{\theta}) + (bias \hat{\theta})^2.
\]  

(16)

If the sample size grows infinitely, a consistent estimator will give a perfect point estimate to \( \theta \). Mathematically, \( \theta \) is a consistent estimator if and only if

\[
E((\hat{\theta} - \theta)^2) \rightarrow 0 \text{ when } n \rightarrow \infty,
\]

which means that the bias and the variance approaches to 0 if \( n \rightarrow \infty \).

Substituting equation (10) and (14) to equation (16), the MSE of ML estimator \( \hat{\theta}_{MLE} \) is then

\[
E((\hat{\theta}_{MLE} - \theta)^2) = Var(\hat{\theta}_{MLE}) + (bias \hat{\theta}_{MLE})^2
\]

\[
E((\hat{\theta}_{MLE} - \theta)^2) = Var(\hat{\theta}_{MLE}) = \frac{1}{n} \theta(1 - \theta).
\]

For \( n \rightarrow \infty \), we have

\[
\lim_{n \rightarrow \infty} E((\hat{\theta}_{MLE} - \theta)^2) = \lim_{n \rightarrow \infty} \frac{1}{n} \theta(1 - \theta) = 0.
\]

(17)

In the same manner, by substituting equation (12) and (15) the MSE of Bayesian estimator \( \hat{\theta}_B \) is:

\[
E((\hat{\theta}_B - \theta)^2) = Var(\hat{\theta}_B) + (bias \hat{\theta}_B)^2
\]

\[
E((\hat{\theta}_B - \theta)^2) = \left[ \frac{1}{(\alpha + b + n)^2} n\theta(1 - \theta) \right] + \left( \frac{a + n\theta}{\alpha + b + n} - \theta \right)^2.
\]

For \( n \rightarrow \infty \), we have

\[
\lim_{n \rightarrow \infty} (\hat{\theta}_B - \theta)^2 = \lim_{n \rightarrow \infty} \left[ \frac{1}{(\alpha + b + n)^2} n\theta(1 - \theta) \right] + \left( \frac{a + n\theta}{\alpha + b + n} - \theta \right)^2 = 0.
\]

(18)

From equation (17) and (18), we can conclude that ML and Bayesian estimators are consistent estimators of \( \theta \).

4.4. Empirical Comparison of the Properties of ML and Bayesian Estimators

To compare the ML and Bayesian estimators of \( \theta \), a Monte Carlo simulation using R program was conducted. The simulation was performed by generating Bernoulli distributed data with \( \theta = 0.1, 0.3, \) and 0.5 and eight different sample sizes, i.e. \( n = 20, 50, 100, 300, 500, 1000, 5000, \) and 10000. The simulation was repeated 1000 times for each combination of \( \theta \) and \( n \). The generated data were used to estimate parameter \( \theta \) using the two methods. Furthermore, the bias and MSE of both estimators were calculated using the formulas in equations (9) and (16) and the results are presented in Table 1.
Table 1. The bias and MSE of ML and Bayesian estimators of $\theta$

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>N</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ML $\theta$</td>
<td>Bayesian $\alpha = 1, \beta = 1$</td>
</tr>
<tr>
<td>0.1</td>
<td>20</td>
<td>0.001200</td>
<td>0.223084</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.002180</td>
<td>0.036602</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.000270</td>
<td>0.009328</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.000413</td>
<td>0.001075</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.000210</td>
<td>0.000364</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.000195</td>
<td>0.000091</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>0.000003</td>
<td>0.000003</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>0.000114</td>
<td>0.000001</td>
</tr>
<tr>
<td>0.3</td>
<td>20</td>
<td>0.003100</td>
<td>0.536609</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.001300</td>
<td>0.090000</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.006300</td>
<td>0.021341</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.000003</td>
<td>0.002205</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.000312</td>
<td>0.000845</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.000545</td>
<td>0.000207</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>0.000384</td>
<td>0.000008</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>0.000023</td>
<td>0.000002</td>
</tr>
<tr>
<td>0.5</td>
<td>20</td>
<td>0.001450</td>
<td>0.714234</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.002260</td>
<td>0.097036</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.003860</td>
<td>0.024341</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.000143</td>
<td>0.002856</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.000146</td>
<td>0.001004</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.000432</td>
<td>0.000252</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>0.000132</td>
<td>0.000009</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>0.000066</td>
<td>0.000002</td>
</tr>
</tbody>
</table>

Table 1 shows the bias and MSE values of ML and Bayesian estimates for a successful probability of $\theta = 0.1$, 0.3 and 0.5. From the table it can be seen ML estimator produces smaller biases than Bayesian estimates for finite sample (i.e. $n < 1000$). However, when the sample size equal or larger than 1000 (i.e. 5000 and 10000), the biases of the Bayesian estimator are smaller than the ML estimator. Even though the bias values of ML estimates changes inconsistently throughout the sample sizes, analytically it has been proved that ML estimator is an unbiased estimator. This appears to be different from the bias values for Bayesian estimator. This is because for all the considered success probabilities of the bias values become smaller when the sample size increases, although analytically it is found that Bayesian estimator is a biased estimator. As a result the efficiency of the two estimators cannot be compared. Therefore, to compare the best estimators we use MSE of both estimators. This is because MSE considers both the bias and variance values.

The MSE values of ML and Bayesian estimators that have been shown in Table 1 have similarities, i.e. the MSE value decreases as the sample size increases and it closes to 0. Thus, both estimators are consistent estimators. This also corresponds to the results obtained analytically. Based on the simulation results in this study, it can be seen that for the larger sample sizes Bayesian estimator is better than ML estimator. This is because the MSE value of Bayesian estimator is smaller than the ML estimator. As shown in Table 1, when $\theta = 0.1$, the MSE value
of the Bayesian estimator is smaller than the ML estimator for \( n = 500, 1000, \) and 10000; and when \( \theta = 0.3 \) and 0.5, the MSE values of the Bayesian estimator are smaller than the ML estimator for \( n = 1000, 5000, \) and 10000.

5. CONCLUSION

In this paper, we derived the ML and Bayesian estimator (using beta prior) of Bernoulli distribution parameter. Analytically we show that the ML estimator is an unbiased estimator and Bayesian estimator is a biased estimator for parameter \( \theta \). However, Bayesian estimator is asymptotically unbiased. Based on the simulation result, both ML and Bayesian estimator are consistent estimators of \( \theta \) because the two estimators satisfy the property of consistency, i.e. \( E(\hat{\theta} - \theta)^2 \to 0 \) when \( n \to \infty \). The simulation result also shows that the Bayesian estimator using beta prior is better than the MLE method for large sample sizes (\( n \geq 1000 \)).
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